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The Indiana Network For Patient Care: A
Working Local Health Information
Infrastructure
An example of a working infrastructure collaboration that links data
from five health systems and hundreds of millions of entries.
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Management Committee

ABSTRACT: The Indiana Network for Patient Care (INPC) is a local health information infra-
structure (LHII) that includes information from the five major hospital systems (fifteen sepa-
rate hospitals), the county and state public health departments, and Indiana Medicaid and
RxHub and that carries 660 million separate results. It provides cross-institutional access
to physicians in emergency rooms and hospitals based on patient-physician proximity or on
hospital credentialing. The network includes and delivers laboratory, radiology, dictation,
and other documents to a majority of Indianapolis office practices. The INPC began opera-
tion seven years ago and is one of the first and best examples of an LHII.

I
n r e c e n t y e a r s policymakers have rec-
ognized the many potential benefits of
health information technology (HIT) and

the need to take down the barriers that im-
pede efficient and error-free patient care. The
National Committee on Vital and Health Sta-
tistics (NCVHS), the U.S. Department of
Health and Human Services (HHS), and the
eHealth Initiative (eHI) have described the
problem in detail and proposed a solution: the
community, or local health information infra-
structure (LHII), would stitch together the
many sources of clinical information within a

community or region, with many potential
economic advantages.1 The Indiana Network
for Patient Care (INPC), which has been op-
erating in central Indiana for more than seven
years, is an early, working example.2

The INPC would not have happened with-
out the National Library of Medicine’s
(NLM’s) high-performance computing and
communication initiative, which requested
proposals in 1993 for “test bed networks for
linking hospitals, clinics, doctor’s offices, med-
ical schools, medical libraries, and universities
to enable health care providers and researchers
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to share medical data and imagery” and pro-
vided the spark and funding that launched the
INPC in April 1994. We received subsequent
funding from the NLM, the Agency for Health-
care Research and Quality (AHRQ), and the
Health Resources and Services Administration
(HRSA)—some of it very recently—to con-
tinue the clinical expansion of the INPC, and
from the National Cancer Institute, the Indiana
Genomics Initiative, and the Indiana Twenty-
First-Century fund to develop the network’s
clinical/biological research capabilities.

Here we describe the current state of the
INPC, the allied Regenstrief systems, and the
lessons we have learned. We hope that these
will be helpful to other communities that are
contemplating or embarking on a similar path.

Background
The INPC includes most of the Regenstrief

Medical Record System (RMRS) clinical data
from Wishard Health Services, Indiana Uni-
versity (IU) hospitals, and Methodist Hospital
(which merged with IU Hospital to become
Clarian), dating from 1972, 1989, and 1995, re-
spectively.3 It began capturing clinical infor-
mation from Community, St. Vincent, and St.
Francis hospitals in 1999, 2000, and 2002, re-
spectively. By 2004 all INPC institutions had
committed to providing radiology reports, dis-
charge summaries, operative notes, pathology
reports, medication records, and EKG reports
as their minimum contribution to the INPC.
The five participating systems operate fifteen
hospitals and more than a hundred clinics and
day surgery facilities, distributed throughout
Indianapolis and the surrounding counties.
Together they generate 165,878 inpatient ad-
missions and 450,000 emergency room (ER)
and 2.7 million outpatient visits per year.

The Marion County Health Department
(MCHD) and the Indiana State Department of
Health (ISDH) also contribute data: childhood
immunization information and public health
laboratory results for clinical use and tumor
registry data for deidentified research use. In-
diana Medicaid has agreed to include much of
its administrative data (including prescription
records) in the INPC, and RxHub is now de-

livering medication usage history for INPC pa-
tients seeking care in Indianapolis ERs.4 The
INPC does not yet gather clinical data from of-
fice practices except for a few large group
practices closely tied to hospital systems.

The INPC repository now carries 660 mil-
lion discrete observations; 14.5 million text re-
ports; 45 million radiology images; and
450,000 EKG tracings. These are now growing
at the respective rates of 88 million, 2 million,
25 million, and 80,000 per year. Obviously, a
greater share of these total data come from the
two institutions that have maintained records
in the RMRS the longest.

Clinical Uses Of The Community
Database

� Access to a patient’s full INPC medi-
cal record. The INPC has developed a com-
munitywide clinical repository, which is orga-
nized by patient. The medical record data are
segregated into separate files by institutional
source, but the data about one patient from
many institutions can be viewed as a single
virtual medical record, and clinicians can re-
view a patient’s record in a variety of video
screens and hard-copy formats.5

Because the INPC pool of patients is so
large and inclusive, rules are applied that go
beyond Health Insurance Portability and Ac-
countability Act (HIPAA) requirements and
constrain clinicians’ access to a stingy subset
of the total INPC population at any given point
in time.

We based our first rule on “proximity” be-
tween patient and provider. The INPC knows
when a patient has checked into a given facil-
ity, because it receives all check-in messages. It
uses that information to give physicians work-
ing within each facility access to the INPC re-
cords of patients who are also there. We have
been using this proximity-based approach in
Indianapolis ERs for years. We are now imple-
menting the same approach for physicians and
patients in a given hospital.

We based our second rule on institutional
privileging. This rule allows providers who
have staff privileges at two or more INPC in-
stitutions to access the INPC data from all of
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their institutions at once, so they can look at a
patient’s data as one record. In the combined
view, individual results are footnoted with their
institutional source to clarify the data’s origin.6

Physicians already have the right to look at the
medical record data in each hospital by virtue of
their staff privileges; the INPC makes access
easier and the data more digestible. This access
rule has been implemented for all medical staff
and residents who have privileges at both
Wishard and Clarian hospitals and will be de-
ployed more widely in the coming year.

� Report delivery services. A second
clinical service is report delivery from INPC
data sources (for example, laboratories and
dictation services) to office clinicians whose
names are tied to the report as author, orderer,
or a “copy-to.” This service is provided by a
Regenstrief system called DOCS4DOCS
(D4D). D4D takes the same Health Level Seven
(HL7) report messages that flow to the feder-
ated INPC repository and stores them in its
own database, organized by practice. This sys-
tem alerts the practice to the arrival of new re-
ports, generates reports for distribution to
providers or chart filing, and allows providers
to review reports directly at any time. D4D il-
lustrates yet another rule for constraining ac-
cess: Each practice can only access reports de-
livered to clinicians from that practice. D4D
delivers electronic copies of discharge summa-
ries, operative notes, EKGs, and radiology re-
ports from the five major Indianapolis hospi-
tals, but more sources are being added.

D4D gives the receiving practices fine-
grained control over which reports they get—
for example, inpatient versus outpatient, pre-
liminary or final, and report forwarding to
other physicians involved in the patient’s care.
It verifies receipt and notifies source systems
about reports that have not been reviewed by
the receiving practice. It can also route the
original HL7 messages to electronic medical
records (EMRs) in office practices.

In 2004, Indianapolis civic leaders created a
nonprofit organization, the Indiana Health In-
formation Exchange (IHIE), to support the
INPC infrastructure. The IHIE board includes
representatives from the mayor’s office, Bio-

Crossroads (a life science network of public,
private, and university institutions), the
Marion County and Indiana State Public
Health Departments, the state and county
medical societies, the chief executives of each
of the major hospital systems, and other com-
munity leaders. The IHIE’s first charge is to ex-
tend the Regenstrief D4D report delivery sys-
tem to all central Indiana clinical data
producers and their clinician “customers.”

Public Health And Research Uses
The INPC serves many masters. It serves

public health by scrutinizing all incoming HL7
laboratory messages for results of public
health interest and reports them to the state
and county health departments.7 It is building
a network to capture chief complaint informa-
tion in real time from all 140 hospital ERs in
Indiana for biosurveillance and outbreak de-
tection. Thirty-six hospitals are now con-
nected; the rest will be connected over the
next few years.

The INPC also serves biomedical research.
Clinical researchers at the IU School of Medi-
cine have long used the Wishard and Clarian
INPC repositories to estimate the number and
demographic characteristics of patients with
particular diseases for research planning and
grant writing. Under institutional review
board (IRB)-approved rules, they use the data
to verify that study candidates qualify before
inviting them into a study and to pull informa-
tion about side effects and outcomes of pa-
tients in active studies. They also use them for
epidemiologic studies, the best example of
which is the one that discovered the associa-
tions between erythromycin and pyloric ste-
nosis among newborns.8 Our associate dean of
research estimates that more than 2,000 of the
active human research studies at IU use parts
of the INPC repository.

The Shared Pathology Informatics Net-
work (SPIN) project extends the INPC con-
tent and functionality, especially for cancer re-
search.9 It provides tools for searching free text
as well as structured data. It can also produce
deidentified data sets and perform statistical
analyses of them.

1 2 1 6 S e p t e m b e r / O c t o b e r 2 0 0 5

P e r s p e c t i v e s

Downloaded from HealthAffairs.org on November 14, 2019.
Copyright Project HOPE—The People-to-People Health Foundation, Inc.

For personal use only. All rights reserved. Reuse permissions at HealthAffairs.org.



Technology
In the federated repository, each institution’s

data reside in separate physical files on one
computer, but files have the same data struc-
ture, share the same terminology dictionary,
and operate under the same software system.10

Providers identify patients by their chart
number from the provider’s home institution.
When the patient has multiple registration re-
cords under different chart numbers within or
across institutions, the INPC links these num-
bers through a deterministic linking algorithm
similar to that described by Shaun Grannis
and colleagues.11 Thus, providers with the ap-
propriate privileges can access all INPC records
for a given patient by typing in the chart num-
ber they know. Of the 4.7 million distinct re-
cords in the patient registry, 1.7 million are “du-
plicates” that are linked within the INPC.

Each institution identifies the observations
in the messages it delivers to the INPC by local
codes that are idiosyncratic to the source insti-
tution. These codes are mapped to a common
code system, LOINC, to permit consolidation
of data about one patient from many institu-
tions for flowsheets, decision support, and
public health and research purposes.12

Mapping the local observation codes from
each new data producer requires manual ef-
fort, ranging from a few person-days for the
most widely sold EKG system to six to twelve
person-months for a large laboratory service.
The mapping of laboratory test codes is the
most difficult because of the large numbers
(2,000–4,000) of distinct test observations per
laboratory and the short and sometimes am-
biguous laboratory test names. We use the
RELMA mapping tool (freely available) to de-
velop these mappings and to create “synthetic”
master files by distilling hundreds of thou-
sands of HL7 messages into one record per lo-
cal code. Each such record includes the test
name, reporting units, normal ranges, and
sample values for a given local code.13 In con-
trast, radiology systems typically report a
smaller number of distinct “tests” (600–1,500),
and their test names tend to be long and more
completely defining, so the mapping is easier.

The INPC takes what the source systems

deliver: version 2.3 or 2.4 HL7 messages.14 In
2004, ninety-two source systems from eight
different institutions sent us more than eighty-
four million HL7 clinical result messages. It
also takes radiology images (using the DICOM
standard) from two picture archive systems
and NCPDP prescription messages from one
outpatient pharmacy system. Another source
of outpatient pharmacy information, RxHub,
also provides prescription reorders but deliv-
ers them as HL7 messages.15

The above numbers include most of the
high-volume diagnostic sources operating in
participating systems, but we still have miles
to go before reaching our goal of capturing all
relevant clinical data. The INPC does not yet
capture scanned documents from any institu-
tion—one of which produces thirteen million
per year—and it obtains nursing documenta-
tion from only two of the five systems. Fur-
thermore, it captures very few of the data pro-
duced by nonhospital diagnostic service and
physicians’ offices. So the number of messages
will easily increase five- to tenfold when we
reach our target of all electronic data for all pa-
tients in the Indianapolis metropolitan area.
However, a $20,000 Hewlett-Packard alpha
computer can process the current message vol-
ume with less than 10 percent of its capacity,
so a tenfold increase is not a difficult stretch.

Agreements And Governance
The Indianapolis collaborative evolved over

ten years as new participants and functions
were added. The collaborative operates under
a mutual contract that adheres to all HIPAA
requirements and allows the use of the reposi-
tory data for prescribed treatment, public
health and research, and purposes with over-
sight by the INPC management committee.
The contract includes a HIPAA business asso-
ciate agreement; it permits research on de-
identified data extracts but prohibits research
that compares institutions or providers, even if
deidentified, unless specifically approved by
the involved parties. The Regenstrief Institute
is responsible for gathering and standardizing
the data and developing and operating the
computer systems. The provider institutions
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all commit to providing the same minimal set
of clinical reports. There were no intrinsic le-
gal barriers to the construction of the INPC.

� Centralized versus distributed solu-
tions. We have adopted a centralized ap-
proach to the construction of our LHII. That
is, messages from many source systems flow
into one centralized facility, where our staff
develops preprocessing routines as needed to
fully standardize the HL7 messages, maps local
observation and report codes to a universal
standard, and links multiple
patient and physician identifi-
ers for one individual to a
standard ID.

The provision of adminis-
trative and clinical services
from a central site to many re-
mote institutions is nothing
new or radical. One large in-
formation system vendor,
SMS (now part of Siemens),
has been doing this for decades. British Co-
lumbia provides LHII functions through a cen-
tralized prescription (PharmaNet) and labora-
tory (PathNET) database for all patients and
physicians in the province.16 The eCHN project
in Ontario gathers all laboratory, radiology,
and other dictated reports from twenty pedi-
atric institutions for use by pediatricians.17 All
of the Canadian projects are centralized sys-
tems fed by HL7 and use LOINC codes as their
lingua franca for identifying laboratory tests.
Great Britain has embarked on an even more
ambitious centralized clinical database for its
entire population.

The alternative is the distributed approach,
adopted by the Santa Barbara County Data Ex-
change.18 This group believes that its approach
will have cost and acceptability advantages
over the centralized approach. However, with-
out an independent data store, the distributed
approach is at the mercy of the data retention
policies and response times of the source sys-
tems, some of which could be too short or too
slow. It is not yet known whether this distrib-
uted approach is viable, because the “go-live”
dates for this project have slipped more than
once, and it is only partially live as of this writ-

ing. However, it has considerable promise. The
New England Healthcare EDI Network
(NEHEN) and PING personally controlled
medical record systems are also distributed
systems but not yet operating as LHIIs.19

Discussion And Lessons Learned
LHIIs face the challenge of any multiparty

network service.20 To survive, they must reach
a critical mass of users. Because the cost of
standardizing a given kind of data source is

relatively independent of the
volume of data produced,
new LHIIs must focus their
limited resources on the high-
volume data producers, to
have any hope of reaching
critical mass. In most com-
munities, these will be the
large hospital systems. The
new LHII can also take advan-
tage of existing provider au-

thentication systems and avoid having to de-
velop their own.

Communities that begin to develop LHIIs
should remember that there is a natural order
to these things. They should start with ser-
vices such as report delivery, medical record
content, and eligibility information that give
information and save time, rather than those,
such as order entry, that might seem to require
the opposite. From this base, they can add
more demanding services. Smaller communi-
ties should probably look to the dominant hos-
pital system to be the core of their LHIIs. Hos-
pital systems have the capital, the data, and
often existing network connections with care
providers. Larger communities should start
with hospital collaborations.

Different data services require different
standardization efforts. On the one hand, re-
port delivery services such as D4D require a
relatively small (a few person-weeks) effort
per data source, most of which is consumed by
standardizing the local provider codes used to
identify report recipients. This effort will
shrink further when the National Provider
Identifier (NPI) arrives in 2008 and replaces
the local provider codes in report messages.21
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The standardization effort required to sup-
port repository services, such as crossinstitu-
tional flow sheets, decision support, quality
assurance, public health reporting, and bio-
medical research, requires standardization of
the report content down to the patient identi-
fier, report/test/measurement identifier, and
units of measure. Consequently, LHIIs that in-
vest in such intensive standardization should
try to accommodate multiple missions, such as
research and clinical/public health, to spread
the cost over many purposes.

Closer attention to the specifications in the
HL7 standard by report producers could re-
duce this standardization effort. For example,
HL7 structured observation message standard
provides a separate slot for recording the
value, the units of measure, the abnormal flag,
and the normal range and anticipates that data
producers will put each of these components
in its designated slot. Yet some source systems
jam multiple components into one slot; that is,
they store “5.0 mcg/ml High .07–1.5, Acme Lab 2235
Sendout Road, Persimmon, Ohio” in the value slot
and leave the other slots empty, when they
should have stored “5” in the value slot, “mcg/
ml” in the unit slot, and so on. Some sources
commit an even worse sin by jamming the test
name and values for many tests into one slot.
This defeats the purpose of having a struc-
tured message and prevents the use of these
data of decision support, performance mea-
surement, and statistical purposes.

We don’t need new messaging standards to
create an LHII—we need better adherence to
the ones we have—and perhaps government
incentives directed at the report producers to
eliminate the practices described above. Incen-
tives directed at data sources to produce good
messages could do more to accelerate EMR use
than any amount of incentives on the office
practices that will receive these messages.

LHIIs can be expected to improve effi-
ciency and reduce cost growth. However, if
their primary purpose becomes cost control,
they will likely fail as did the community
health information networks (CHINs) of the
1990s.22 In the long run, the cost problem is
driven by the continued development of costly

life-saving technologies and is not amenable to
purely technical solutions.

T
h e s e rv i c e s that the INPC provides
are only examples of what the ultimate
LHII could provide—for example, indi-

vidual patient medical records, e-prescribing,
clinical reminders, eligibility information, and
medical literature/knowledge access. Central-
ized LHIIs that capture and standardize major
portions of a community’s clinical record in-
formation could also become the low-cost
EMR for small office practices, because disas-
ter recovery, backup, security control, stan-
dardization, and system management could all
be done once at the central facilities rather
than repeatedly at separate offices.

We in Indianapolis have succeeded in im-
plementing a communitywide health informa-
tion infrastructure that includes most of the
elements of an LHII. The system carries medi-
cal record information from all of the major In-
dianapolis hospitals and serves clinical, re-
search, and public health functions. We have
shown that LHIIs are feasible and their services
popular. To paraphrase Sir Elton John, we (in-
stitutional and individual care providers) are
“taking down the barriers and loving what we
find” (“Breaking Down Barriers,” 1981).
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